
Concept Question 12-5: What is backpropagation and what is it used for? 
 
Backpropagation quickly computes the sensitivity of the mean-square error of the output of the 
neural network to values of the weights inside the neural network. A single iteration of steepest 
descent is then used to vary these weights to eventually minimize the mean-square error of the 
output. 
 
  


